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The recent successes of Machine Learning (ML) motivate an ever growing range of
applications. In some settings, e.g. in safety critical applications, one is often expected
to explain the predictions made by ML models. For example, this is the case when such
predictions are to be assessed by a human decision maker, or used for later diagnosis
in the case of failure. Some ML models are naturally amenable to interpretation. This
is the case with logic models, including decision trees, lists and sets. In such cases,
the models represent the explanations explicitly, and so the goal is to synthesize mod-
els such that the resulting explanations are as succinct as possible [8,16,3,12,7]. How-
ever, in many settings the most successful ML models are not naturally interpretable
and, from the perspective of a human decision maker, operate as black-boxes. Con-
crete examples include (Deep) Neural Networks ((D)NNs), Support Vector Machines
(SVMs), Bayesian Network Classifiers (BNCs), model ensembles, among many oth-
ers. Approaches for explaining non-interpretable ML models are most often heuris-
tic [13,4,11,14,10,17,1,2,9,5], in that explanations are computed by only exploiting in-
formation that is local to a given instance. Alternatively, some recent works focused
on devising rigorous approaches for computing explanations. One such example is a
compilation-based approach for BNCs [15]. This recent work also established a natu-
ral relationship between explanations and prime implicants of the classification func-
tion, concretely prime implicant explanations. A different approach [6] is to bypass the
need for compilation, and relate explanations with abduction. The special setting of
ML predictions enables relating abduction with the computation of prime implicants.
Furthermore, and instead of exploiting compilation, this approach develops dedicated
algorithms for computing explanations. More importantly, these two works [15,6] en-
able the computation of explanations which hold globally, in clear contrast with existing
approaches for computing local explanations. More formally, given some logic-based
representation M of a target ML model, a concrete instance Z, and a prediction 7 for
that instance, a (global) explanation £ C Z is such that £ £ (M — 7). This problem
formulation enables the computation of both cardinality-minimal and subset-minimal
explanations, provided a oracle (i.e. a reasoner) for the decision problem (M — 7) ex-
ists. This talk provides an overview of these recent approaches for computing global
explanations. The current focus is on explaining NNs models, but the approach can
conceptually be applied to any other setting where the ML model accepts a logic-based
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representation. Moreover, the talk summarizes existing experimental results and high-
lights ongoing research work.
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